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Abstract Both criminals and law enforcement are increasingly making use of the
opportunities that AI may offer, opening a whole new chapter in the cat-and-mouse
game of committing versus addressing crime. This chapter maps the major devel-
opments of AI use in both substantive criminal law and procedural criminal law. In
substantive criminal law, A/B optimisation, deepfake technologies, and algorithmic
profiling are examined, particularly theway inwhich these technologies contribute to
existing and new types of crime. Also the role of AI in assessing the effectiveness of
sanctions and other justice-related programs and practices is examined, particularly
risk taxation instruments and evidence-based sanctioning. In procedural criminal law,
AI can be used as a law enforcement technology, for instance, for predictive policing
or as a cyber agent technology. Also the role of AI in evidence (data analytics after
search and seizure, Bayesian statistics, developing scenarios) is examined. Finally,
focus areas for further legal research are proposed.
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11.1 Introduction

Artificial Intelligence (AI) is the new hype. In many countries, large amounts of
funding are available for further research on AI.1 It may be expected that AI will
bring significant changes in several sectors of society, including transport (e.g., self-
driving cars), healthcare (e.g., automated drug discovery), education (e.g., adaptive
virtual tutors catering to personalized individual needs), and language (e.g., real-
time translations of conversations). Also in the legal domain AI is expected to bring
change. On the one hand, developments in AI may call for new, different or further
regulation and, on the other hand, AI may offer more and more applications for
legal research and legal practice.2 This chapter aims to provide an overview of AI
developments in the area of criminal law, both in substantive criminal law and proce-
dural criminal law. When discussing substantive criminal law, this chapter focuses
on the use of AI by criminals and the use of AI when imposing sanctions or other
justice-related programs. When discussing procedural criminal law, the focus of this
chapter is on the use of AI in criminal investigation and prosecution and the role of
AI in criminal evidence. In both parts it is investigated which new (types of) legal
questions these developments raise.

All examples used and described in this chapter are real, existing examples, not
future or hypothetical examples. Furthermore, this chapter does not include a section
defining what AI is and which technologies can be considered AI. No clear definition
of AI exists in literature and at points there is even a lack of convergence on what
AI exactly is.3 To steer clear of this debate on what counts as AI and what not, this
chapter only discusses AI technologies that are self-learning and autonomous. Most
of the AI discussed in this chapter is technology based on machine learning.4

This chapter is structured as follows. Section 11.2 discusses developments in
substantive criminal law and Sect. 11.3 discusses developments in procedural crim-
inal law. Section 11.4 provides conclusions and identifies focus areas for further legal
research.

1 Rosemain and Rose 2018. In the US: Harper 2021. In the Netherlands: https://nlaic.com and
https://www.universiteitleiden.nl/en/sails.Many countriesworldwide are thinking about developing
policies for AI, see Jobin et al. 2019, pp. 389–399.
2 Custers 2018, pp. 355–377.
3 Calo 2017.
4 Calders and Custers 2013.
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11.2 AI and Substantive Criminal Law

11.2.1 Crimes

Developments in AI technologies such as data mining and machine learning enable
several new opportunities for criminals to commit new types of crimes and newways
of committing well-known crimes. This section describes several examples of new
types of crime enabled by AI and types of crime that have are rapidly becoming more
prevalent due to the use of AI. Most of the technologies used for the applications
discussed in this section, such as A/B optimisation, are based on data mining and
machine learning and focus on the discovery of patterns. Deepfake technologies are
not necessarily focused on pattern discovery, but also are a form of deep learning,
usually based on artificial neural networks.

11.2.1.1 A/B Optimisation

Many websites, such as online stores, websites for booking hotel rooms, and news
websites, use so-calledA/B testing5 (also referred to asA/Boptimisation).A/B testing
means that some visitors to the website are offered screen A (or version A) and other
visitors get screen B (or version B). Version A and B only have one difference,
sometimes very subtle. For instance, the difference can be black versus dark blue
text colours, or the background colour is pale yellow instead of pale blue, or the
headers in the text are underlined in one version, but not in the other version. Both
versions are then monitored in terms of how long visitors stay on the website, click
on advertisements, or order something. If version A turns out to yield better results
than version B, the latter version is rejected and the former is continued with. By
repeating this many times and offering different versions to large numbers of visitors,
an optimized result can be achieved. In fact, all internet users are used as guinea pigs
to find out what works best.6

Obviously, thisA/B testing is not amanual procedure—it is automated and usually
self-learning, which makes it a form of AI. Usually it is algorithms (based on tech-
nologies like data mining and machine learning) that discover particular patterns.
Self-learning software can also create on its own these variations in the lay-out of a
website or the text in a message. Via algorithmic decision-making, the information
is then offered to the users in a specific way. It is important to stress that A/B testing
does not require any personal data. It can also be applied to anonymous visitors of
a website and it is not a form of personalisation. It is about general preferences, not
about personal preferences.

Companies can use A/B testing to retain people longer on their websites,
supporting the attention economics, and even to increase the number of product

5 Kohavi and Thomke 2017, pp. 74–82.
6 Gallo 2017.
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sales. Also criminals use this approach. When criminals start using phishing (i.e.,
trying to obtain bank account details of their victims), ransomware (i.e., trying to
lock computers or files of their victims and order a ransom), orWhatsApp fraud (i.e.,
trying to convince their victims to transfer money to a friend in need), the challenge
for the criminals is always the same: convincing a victim to click on a link or an
attachment that will install malware or, even more directly, to transfer money.7 In
other words, criminals are always looking for the most convincing screens. The use
of A/B testing and many guinea pigs can help achieve this. The spam used in all
these types of cybercrime is not simply a free trial (like the term phishing suggest),
it also offers criminals to watch and see what works (i.e., when victims take the bait)
and optimise their methods (like the term spear phishing expresses).8

As a result of these developments, the fake screens we see look increasingly real.
Distinguishing what is real and what is fake becomes more and more difficult, for
instance, for messages from a bank or employer. In WhatsApp fraud, for instance,
often profile pictures of friends or family members are used to increase the trustwor-
thiness of messages. It is not surprising that unsuspecting victims fall into these traps
in increasingly large numbers. Europol reports a rise in these types of cybercrime
year after year for several years now.9

11.2.1.2 Deepfake Technology

Related to this, there is another AI technology that deserves attention. Deepfake
technology offers the possibility of merging images and videos. It is also possible to
generate completely new footage, for instance, of non-existing people through AI.10

This technology is cheap and little technological knowledge is required. Deepfake
technology can make someone look better or worse, or even completely different,
as is shown in Fig. 11.1. In some cases, deepfake technology can merge pictures or
videos of people’s faces, rendering the identity of the personal unrecognizable,11 and
this can be misleading.

If deepfake technology is used to portray a person favourably or unfavourably,
this can obviously affect the perception that other people may have of this person.
Potentially, this could threaten democratic elections, if people are portrayed saying
things that significantly differ from their actual viewpoints.12 Misleading messages
can also be used to incite people to criminal behaviour or even acts of terrorism.

Another type of deception using deepfakes is the possibility to create porno-
graphic images of celebrities (Fig. 11.2).13 This technology ‘undresses’ people,

7 Custers et al. 2019, pp. 728–745.
8 Jingguo et al. 2012, pp. 345–362.
9 Europol 2020.
10 See, for instance, www.thispersondoesnotexist.com.
11 Source: Facebook.
12 See https://www.youtube.com/watch?v=T76bK2t2r8g.
13 Popova 2020.
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Fig. 11.1 Original and deepfake image of a woman [Source Facebook]14

Fig. 11.2 Deepfake technology can be used for creating pornographic images of celebrities [Source
https://www.ethicsforge.cc/deepfake-the-age-of-disinformation/]15

by merging footage of celebrities with pornographic images. Actresses like Emma
Watson, Natalie Portman and Gal Gadot were victims of this practice.16 Also people
who are not famous are increasingly victimised by pornographic deepfakes. This
kind of footage can severely ruin people’s reputations, (usually a tort, but potentially
also constituting criminal acts like insult, libel or slander) deeply affecting their lives,
particularly if the images become widely disseminated online.17

Another highly controversial type of deepfakes is the creation of virtual child
pornography. Although it could be argued that this does not involve child abuse, it
could lead to this. It is for this reason that virtual child pornography is a criminal

14 Source: Facebook.
15 Source: https://www.ethicsforge.cc/deepfake-the-age-of-disinformation/.
16 Lee 2018.
17 See https://www.elle.com/uk/life-and-culture/a30748079/deepfake-porn/.
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offence inmanycountries, via the implementationof theConventiononCybercrime18

and EU Directive 2011/92/EU combating the sexual abuse and sexual exploitation
of children and child pornography.19

Yet another type of deepfakes is the creation of (images of) new or different
persons. The current technology allows for generating highly realistic footage of
existing and non-existing persons. In the former category, deceased people can
be brought back to life and incorporated in present-day images. This can go well
beyond entertainment,20 as was clearly shown in 2019, when the president of Gabon
addressed his country in a deepfake video.21 This was after months without public
appearance due to hospitalisation abroad. The video led to all kinds of speculations
and, shortly after, a coup attempt. Footage of non-existing persons can, in the long
term, raise even more confusion. Persons only known from the screens, may very
well not exist at all.When deepfakes are applied as actors, the riskmay be unemploy-
ment of human actors, but when deepfakes are applied as politicians, it may become
untraceable who really has the power in a country.

11.2.1.3 Algorithmic Profiling

Next to these mostly visual applications of AI technology, also types of AI using
other types of data exist. Like in other sectors of society, also criminals make use
of profiling,22 a technique that can help identify characteristics and preferences of
people. Criminals can use this to convince victims, as described above, but also to
select which individuals and groups of people may be easy or wealthy targets.

One thing that differentiates profiling fromA/B testing is that profiling requires the
processing of personal data, for instance, via cookies and other online trackers. Crim-
inals can select potential victims on the basis of preferences that internet users reveal,
either explicitly or implicitly, for instance, through reading and clicking behaviour.
Also money mules for the laundering of criminal profits can be recruited in this
way.23

Other types of cybercrime that make use of these approaches are CEO fraud and
WhatsApp fraud. Both exist in different varieties, but CEO fraud usually boils down
to sending an order to a company’s financial department, on behalf of the CEO
(or perhaps the CFO), to transfer money. WhatsApp fraud usually boils down to a
criminal imposing a friend or familymember in urgent need of money. For both types

18 Convention on Cybercrime, Budapest, 23 November 2001, https://www.coe.int/en/web/conven
tions/full-list/-/conventions/rms/0900001680081561.
19 https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32011L0093&from=NL.
20 Like the painter Dali who is brought to life by the use of deepfake technology in the DaliMuseum,
see Lee 2019.
21 Cahlan 2020.
22 Custers 2013.
23 Custers et al. 2020, pp. 121–152.
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of cybercrime, criminals first need to collect personal data on their victims and on
the person whom they like to impose.

11.2.2 Sanctions and Justice-Related Programmes

11.2.2.1 Evidence-Based Sanctioning

One of the most important goals of sanctions and other justice-related programs
is specific prevention (or specific deterrence), i.e., preventing the perpetrator from
committing another crime in the future.24 On the basis of large amounts of data and
with the use of automated analyses, empirical research canbe done onwhich interven-
tions yield the best results in terms of reducing recidivism. This research problem can
be modelled in the same way as a doctor treating a patient: on the basis of the disease
or condition (and increasingly also the characteristics of the patient),25 the doctor
determines the best medication, therapy or treatment. Similarly, courts, judges and
mediators can ‘administer’ interventions depending on the characteristics of perpe-
trators (such as the crime and the situation in which the crime was committed, but
also personality traits of the perpetrator and the victim).26 All this can be included in
assessingwhich intervention is themost effective in termsof reducing recidivism (i.e.,
recidivism as classifier in the models). Potential ‘treatments’ and ‘therapies’ include
the type of sanction (imprisonment, community service, or a fine), conditional or
unconditional sentences, probation, parole, and the eligibility and expected effec-
tiveness of justice-related programs (such as training and education programs, for
instance, focused on improving cognitive or social skills, or dealing with aggressive
behaviour or addictions).

This evidence-based algorithmic profiling approach in sanctioning can be applied
on a group level (what works best for specific categories of people) or at an individual
level (what works best in a specific case). At both levels applications already exist in
several countries. In theUnited States, theNational Institute of Justice publishes eval-
uation research on its website Crime Solutions.27 For each justice-related program
it is indicated whether it is effective or not. In the Netherlands, the government
publishes data on recidivism at an aggregated level via a system called REPRIS.28

On the basis of these and other evaluation research results, an expert committee
examines the programs on their quality and effectiveness and then decides on offi-
cially recognizing them.29 A lot of research in this field is still traditional empirical

24 As opposed to general prevention (or general deterrence), which aims to deter others than the
perpetrator, mostly by setting an example to others when imposing a sanction in a specific case.
25 This is referred to as personalized medicine.
26 Cf. Weijer and Leukfeldt 2017, pp. 407–412.
27 https://crimesolutions.ojp.gov.
28 https://data.overheid.nl/dataset/repris.
29 https://www.justitieleinterventies.nl.
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research, but analyses are increasingly automated to include larger amounts of data
in these evaluations. Obviously, this may entail some risks, which will be discussed
below.

11.2.2.2 Instruments for Risk Assessments

Also at an individual level, this approach has added value, particularly for instru-
ments for risk assessments. Instruments for risk assessments are commonly used
in criminal law, for instance, when courts and judges are considering probation or
parole. In several of the United States, the system COMPAS is used to assess recidi-
vism risks.30 Courts heavily weigh these models (or rather the results they spit out) in
their decisions. In the Netherlands, the probation services use a system called RISC.
Part of that is OXREC, an actuarial risk assessment tool that can be used to predict
statistical risks.31 These models increasingly play a role in the work of probation
services and the decisions of courts.

The use of such models offers several benefits: assessments can be done in more
structured and objective ways. Subjective assessors can be prone to human failure
or can be influenced by bias and prejudice. If the models are self-learning, they
can also recognize and incorporate new trends and developments. This obviously
can also increase efficiency and reduce costs. However, there is also criticism with
regard to this way of working, because the instruments do not seem to outperform
assessments by human experts and there are risks involved, such as bias that can lead
to discrimination.32 In the United States, COMPAS seemed to systematically assign
higher recidivism risks to Afro-Americans.33 It is often argued that these models do
not process any ethnicity data and, therefore, cannot be discriminating.34 However,
characteristics like ethnicity can easily be predicted and are therefore often recon-
structed by self-learning technologies, without being visible for users.35 Caution is
advised.

11.2.3 Legal Questions

From the above subsections, it becomes clear that AI entails a substantial change in
the criminal law domain. In three categories of legal questions can be distilled for

30 https://assets.documentcloud.org/documents/2840784/Practitioner-s-Guide-to-COMPAS-Core.
pdf.
31 https://oxrisk.com/oxrec-nl-2-backup/.
32 Van Dijck 2020.
33 Angwin et al. 2016.
34 Maas et al. 2020, pp. 2055–2059.
35 Cf. Kamiran et al. 2013.
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substantive criminal law.Thefirst category concerns questions regarding the interpre-
tation of existing law and legislation. This concerns questions on whether particular
actions are covered by specific provisions in criminal codes. For instance, it can be
investigated which technologies qualify as a ‘computer system’ in the Convention
on Cybercrime. The second category concerns questions regarding which actions or
behaviour should be considered criminal, even though it may not (yet) be criminal
according to the provisions in criminal codes. For instance, it may be argued that
several types of deepfake technology should perhaps be prohibited by criminal law.
The third category concerns questions regarding the use of data. These are ques-
tions regarding the extent to which data can be collected and processed, for instance,
in the risk assessments discussed above, or questions regarding proportionality, to
protect the interests of others involved, such as intellectual property of profiles and
other knowledge, privacy, and equal treatment (not only of suspects, but also of
non-suspects in control groups).

11.3 AI and Procedural Criminal Law

11.3.1 Criminal Investigation

Law enforcement agencies and public prosecution services can also use AI in
different ways. In criminal investigation and prosecution, AI can support or even
replace some parts of the work. This section will provide examples of both develop-
ments. In this section, predictive policing and cyber agent technology are discussed
as examples of AI in criminal investigation and prosecution.

11.3.1.1 Predictive Policing

With the use of large amounts of data and sophisticated data analytics, trends and
developments in crime can be disclosed. These technologies can also be used to
predict crime, including the locationswhere crime is likely to take place, who perhaps
will be a criminal or a victim of crime, and how criminal networks and criminal
careers may develop. This is referred to as predictive policing.36

A typical example here are so-called crime heat maps (Fig. 11.3), in which crime
rates are visualised on maps of metropolitan areas. On such maps, neighbourhoods
with high crime rates (‘hot spots’) can easily be recognized. With the help of AI, not
only static maps with snapshots can be created, but also dynamic, real-time maps
can be generated. Looking back in time then becomes possible, but also looking

36 Ferguson 2019; Schuilenburg 2016, pp. 931–936.
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Fig. 11.3 Crime heat maps
show crime rates for each
neighbourhood. With the use
of AI, real-time and
prospective maps can be
generated [Source https://spo
tcrime.wordpress.com/2009/
07/20/houston-crime-map-
new-data-and-shooting-heat-
map/]37

forward in time, by incorporating prediction models in the maps. This makes such
maps useful when planning surveillance and developing policing strategies.38

Predictive policing can be based on location, but also on persons. With the use
of profiling strategies described above, predictions can be made regarding who may
commit a crime. This may be relevant for recidivism, but also for first offenders. On
the basis of personal and situational characteristics, it can be predicted who consti-
tutes a high risk to become a criminal.39 AI related technologies can discover novel,
unexpected patterns in this area and provide real time information, for instance, by
also including social media data in the models. Real time information allows law
enforcement to intervene on the spot, when the probability of catching a criminal
is the highest. Although this approach may offer benefits in terms of efficiency and
effectiveness, it should be used with caution, though: there may be crime displace-
ment,40 there may be disparate impact,41 and there may be tunnel vision, with false
positive and false negative rates resulting from limited reliability.42

37 Source: https://spotcrime.wordpress.com/2009/07/20/houston-crime-map-new-data-and-sho
oting-heat-map/.
38 Weisburd and Telep 2014, pp. 200–220.
39 Kleemans and De Poot 2008, pp. 69–98.
40 Weisburd et al. 2006, pp. 549–592.
41 Barocas and Selbst 2016.
42 Custers 2003, pp. 290–295.
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11.3.1.2 Cyber Agent Technology

Crime rates have been steadily decreasing for many years in Western countries, but
this does not seem to apply to cybercrime. In fact, for cybercrime, there seems to be an
increase. That may not be surprising, since for cybercriminals the chances of being
caught are low and the profits can be very high compared to offline crime. Also
traditional types of crime, such as organised crime groups trafficking and trading
drugs, have gone online, via online marketplaces on the darkweb (the part of the
internet that has not been indexed by search engines and is only accessible with
special software). One of the first illegal market places was Silk Road, established
in 2011 and taken down by the FBI in 2013, where illegal substances and weapons
were traded and even the services of hitmen could be purchased. After Silk Road was
taken down, other websites followed, including Silk Road 2.0 (in 2014), Evolution
(in 2015), AlphaBay (in 2015), Hansa (in 2017), Outlaw (in 2017), Digital Shadows
(in 2018), Dream Market (in 2019), DeepDotWeb (in 2019) and Darkmarket (in
2021).43

It can be complicated and time-consuming for law enforcement agencies to
monitor activities on these online marketplaces. For instance, access to these market-
places requires carefully building a reputation, as the criminals on the platforms are
very reluctant to allow access to new people. For law enforcement agencies it may
also be required to use extensive criminal investigation competences, including the
use of systemic surveillance, working undercover, secretly recording private conver-
sations, and infiltrating in criminal organisation. Obviously, such police competences
may differ per jurisdiction. Usually these competences can only be applied after a
court has approved this. When applied, law enforcement agencies should be very
careful not to use these competences in ways that may be seen as entrapment, as this
may render any evidence collected useless in courts.

Due to the invasive and precarious nature of criminal investigations on darkweb
marketplaces, it may be helpful to deploy AI. This can be done with cyber agent tech-
nology, i.e., technology that supports cyber agents (online actors). This technology
can have a certain degree of autonomy and act according to the circumstances.44

This is intelligent software that can interact with others and act without human inter-
vention.45 With the use of this technology, many more interactions with actors on
darkweb forums can be maintained than human law enforcement officers could take
care of.

One of the most concrete applications in this area is a chatbot (an automated
interlocutor) called Sweetie (Fig. 11.4).46 The chatbot is designed to look like a
10-year-old girl from the Philippines and can have conversations online with people
that show sexual interests in children. The goal obviously is to track and identify

43 For more background, see also Mirea et al. 2019, pp. 102–118.
44 Schermer 2007.
45 Nwana 1996, 205–244; Luck et al. 2004, 203–252.
46 https://www.terredeshommes.nl/programmas/sweetie-20-webcamseks-met-kinderen-de-wer
eld-uit. See also van der Wal 2016.
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Fig. 11.4 Sweetie 2.0 is cyber agent technology that can contribute to online criminal inves-
tigation [Source https://www.universiteitleiden.nl/en/news/2019/07/sweetie-2.0-using-artificial-int
elligence-to-fight-webcam-child-sex-tourism]47

paedophiles and to prosecute or rebuke them. This technology can also be used by
secret services and intelligence agencies in the interest of national security.48

The AI technology can only be used if it is sufficiently advanced, i.e., if it can
pass the Turing test,49 in which people do not realise that they are communicating
with AI. In the case of Sweetie 2.0, the Turing test was not an issue: approximately
20.000 men from 71 countries reached out to her, believing she was a real child.50

Furthermore, the technology cannot provoke illegal behaviour and should not learn
and adopt criminal behaviour itself.51 That criterion is significantlymore complicated
to meet: in many jurisdictions, the technology can be qualified as entrapment under
criminal procedure codes.52 Another issuewas that convictions for child abuse proved
to be difficult in several jurisdictions, as there was no real abuse (it is impossible to
sexually abuse software).53 And even if intentions to commit child abuse constituted
a criminal act, it could be hard to prove, since Sweetie is no real child. Nevertheless,
the technologies led to convictions in Australia, Belgium and the UK.54

47 Source: https://www.universiteitleiden.nl/en/news/2019/07/sweetie-2.0-using-artificial-intellige
nce-to-fight-webcam-child-sex-tourism.
48 Custers 2017.
49 Turing 1950, pp. 433–460.
50 http://www.dawn.com/news/1054244.
51 LikeMicrosoft’s chatbot Tay, which started using racist language a few hours after it was released,
see: Mason 2016.
52 van der Hof et al. 2019.
53 Schermer et al. 2019, pp. 1–94.
54 https://nl.wikipedia.org/wiki/Sweetie_%28virtueel_personage%29.
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11.3.2 Evidence

When collecting and assessing forensic evidence, AI can play a role in different
ways. This section discusses searching large amounts of data that are collected during
seizures, assessing evidence, and building scenarios for reconstructing crimes.

11.3.2.1 Searching Large Amounts of Data after Seizure

In specific situations and under certain conditions (usually including a court warrant),
law enforcement officers can seize digital storage devices for further searching.55

Law enforcement can let forensics experts search the devices, including smartphones,
tablets, laptops, andUSBkeys, for evidence.Apart from issueswith damaged devices
or encryption, a major problem in digital forensics often is the tremendous volume
of the data on these devices. Oftentimes, only small pieces of information turn out
to be relevant as evidence, for instance, to complete parts of an irrefutable narrative.
In fact, these are needle-in-the-haystack kind of problems and AI can be useful in
addressing these problems.56

In theNetherlands, theNational Forensics Institute developed a tool for this, called
Hansken.57 This system, an example of big data analytics, can process large amounts
of data from different sources and in different formats (such as text, video, audio,
etc.), including storage, indexation and making the data searchable. The labelling of
data is automated. The searchability of the seized data increases the effectiveness of
criminal investigations, since relevant data is overlooked less often.58 Also, Hansken
delivers very fast results, which is a major benefit in criminal investigations, in
which the first 48 hours are often the most crucial and decisive, both with regard
to identifying, tracing, and finding suspects and with regard to collecting forensic
evidence.

11.3.2.2 Assessing Evidence

Criminal evidence exists in different types and sizes. Technical evidence, such as
DNA, fingerprints, ballistics reports, always come with margins or error. In turn, this
can lead to false positives and false negatives, for instance, when matching DNA
found at a crime scene with DNA profiles in databases. Also, the DNA secured by
forensic experts at a crime scene is a mixture of traces of DNA. With the help of AI,

55 Or data can be intercepted, see Custers 2008, pp. 94–100.
56 Hoelz et al. 2009, pp. 883–888.
57 https://www.forensischinstituut.nl/forensisch-onderzoek/hansken. See also van Beek et al. 2015,
pp. 20–38.
58 Sunde and Dror 2021.
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so-called probabilistic genotyping is possible, which can be used to assess whether
someone’s DNA really is in these mixed traces of DNA found at the crime scene.59

When assessing the reliability, the focus is often on the probability of a match (for
instance, a 95% likelihood), but also the reliability of this probability is important
(for instance, with an error margin of 3%, a likelihood in the range of 92–98%). In
case of an error margin of 2%, the probability of a match was determined much more
precisely than in case of an error margin of 12%.With the help of very large numbers
of data and self-learning systems, the reliability of the matches can be assessed more
precisely, reducing the error margins. In this way, the reliability of the evidence can
be quantified muchmore precisely, with smaller error margins, resulting in increased
reliability of the forensic evidence.60

The use of AI in forensics does entail some risks. Obviously, the data may contain
errors and humans are not so great at understanding risks, which may result in
errors in judgements. Also, the focus may shift from narratives to numbers, and from
legal experts to technological experts, which a defendant in court may find harder
to challenge. A potential problem with highly specialised expertises in forensics is
that there may be only a very limited number of experts (which often know each
other), entailing risks of tunnel vision. In court cases in which different kinds of
highly sophisticated forensics are introduced, an issue may be that no expert is able
to oversee all aspects of the case. Obviously, this oversight is the responsibility of the
judges in the court, but as legal experts theymay not be familiar with all intricacies of
the forensic technologies used. These are well-known challenges, which may further
increase with the use of AI in evidence.

11.3.2.3 Building Scenarios When Reconstructing Crimes

In behavioural psychology it is well-known that humans perform poorly when
assessing probabilities and risks: often a narrative is more convincing than statis-
tics, mostly because trough evolution humans have learned to quickly pick up any
causal relationships.61 Humans apparently are much better in assessing probabilities
when presented with different scenarios. AI can contribute to constructing various
scenarios that canbe compared andweighed in courts.62 This canbedoneby attaching
different weight to the available evidence per scenario. The different scenarios can
also be visualised, including the extent to which they are supported by the available
evidence (see Fig. 11.5). In this way, it becomes clear which parts of a particular
scenario need further substantiation and additional or more detailed evidence.

Bayesian statistics play an important role in this, to express conditional proba-
bilities. A conditional probability is a probability that includes other evidence or,
more precisely, the probability of the extent to which other evidence supports a

59 Kwong 2017, pp. 275–301.
60 Kwan et al. 2008.
61 Kahnemann 2012.
62 Bex et al. 2016, pp. 22–29; Schraagen et al. 2018.
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Fig. 11.5 AI technology can help construct different scenarios by varying the weight of different
pieces of evidence [Source Bex 2015].63

proposition. This can be helpful in reducing the numbers of potential suspects or
scenarios in a case. With the help of AI, conditional probabilities can be calculated
automatically for different combinations of conditions. In other words, the AI cannot
only contribute to comparing and weighing scenarios, but also to developing novel,
perhaps unexpected scenarios.

11.3.3 Legal Questions

The examples in the area of procedural criminal law presented in this section may
raise several ethical and legal questions. Incorrect and incomplete data, the choice of
instruments for data analysis, and the interpretation of discovered profile scan all lead
to limited reliability of the conclusions that are drawn. As a result of this, prejudice
and discrimination may sneak into the process of criminal investigation, prosecution
and sentencing. This raises ethical and legal questions with regard to substantive
justice (for instance, what are suitable sentences for new types of AI enabled crime)
and procedural justice (for instance, with regard to the right to a fair trial). Since
AI is complex and its workings can be non-transparent or hard to explain, it may
be difficult for suspects to defend themselves against this. If decisions in criminal
law procedures increasingly rely on the results of AI, this could lead to situations
similar to those in Kafka’s novel The Trial,64 in which suspects do not know what
they are accused of, where the accusations come from, and on which information
(data, analysis, conclusions) these accusations are based.

More traditional, legal positivist questions relate to the scope of the competences
of law enforcement agencies. Questions include how far police powers extend in this
new context of AI, how entrapment can be prevented, and how it can be guaranteed
that self-learning AI will not show criminal behaviour itself after operating for some

63 Source: Bex 2015.
64 Kafka 2015.
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time in a criminal context. Apart from interpreting the extent of existing criminal
investigation competences, an important question is whether these competences are
actually sufficient for criminal investigations in this rapidly developing context. This
is not to argue in favour of creating more police competences, but to argue research is
needed on what is perhaps missing or where existing competences can be amended
to fill any gaps.

Another issue is the regulation of data analyses in criminal law. It is striking that
collecting data is strictly regulated in criminal law (including data protection law),
but the use of data analyses is hardly regulated.65 In other words, once data has been
collected and aggregated, law enforcement agencies and public prosecution services
have a large degree for freedom to subject the data to all kinds of analyses. Regulating
this could contribute to better legal protection of all actors in criminal procedures
(not only suspects), for instance, via more transparency and participation. This could
also increase legal certainty.

11.4 Conclusions

The goal of this chapter was to provide a concise overview of different AI develop-
ments in criminal law. The examples in this chapter illustrate that AI is increasingly
used by criminals, but also by law enforcement agencies and public prosecutions
services. It can be argued that the cat-and-mouse game between them has moved on
to a new stage with the introduction of AI.66 In order to keep up with developments,
law enforcement agencies, public prosecution services and courts will need to invest
heavily in knowledge and expertise during the next coming years.

With regard to substantive criminal law, further research is needed on the interpre-
tation and scope of provisions in criminal codes and on whether new provisions need
to be included in criminal codes in the near future to ensure that particular unde-
sirable behaviour enabled by AI becomes punishable. With regard to procedural
criminal law, further research is needed on the scope of existing criminal investi-
gation competences, on potential modifications in these competences, and on how
to properly balance criminal investigation competences and fundamental rights. The
use of AI can offer many benefits in criminal investigation, but only if prejudice,
discrimination, and other risks are avoided or mitigated. Regulating data analysis in
criminal investigations, which is currently virtually absent, could contribute to this.

65 Custers and Stevens 2021.
66 Cf. similarities of other technologies introduced previously in the security domain: Teeuw et al.
2008.
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